
2. Deng & Yu, Deep Learning: Methods and Applications, Now Publishers, 2013.  

3. Ian Goodfellow, Yoshua Bengio, Aaron Courville, Deep Learning, MIT Press, 2016.  

4. Michael Nielsen, Neural Networks and Deep Learning, Determination Press, 2015. 

 
 
 

DATA COMPRESSION   

DETAILED SYLLABUS 3-0-0 

Unit  Topic  Proposed  
Lecture  

I 

Compression Techniques: Loss less compression, Lossy Compression, Measures of performance, 
Modeling and coding, Mathematical Preliminaries for Lossless compression: A brief introduction 
to information theory, Models: Physical models, Probability models, Markov models, composite 
source model, Coding: uniquely decodable codes, Prefix codes. 

08 

II 

The Huffman coding algorithm: Minimum variance Huffman codes, Adaptive Huffman coding: 
Update procedure, Encoding procedure, Decoding procedure. Golomb codes, Rice codes, Tunstall 
codes, Applications of Hoffman coding: Loss less image compression, Text compression, Audio 
Compression. 

08 

III 

Coding a sequence, Generating a binary code, Comparison of Binary and Huffman coding, 
Applications: Bi-level image compression-The JBIG standard, JBIG2, Image compression. 
Dictionary Techniques: Introduction, Static Dictionary: Diagram Coding, Adaptive Dictionary. The 
LZ77 Approach, The LZ78 Approach, Applications: File Compression-UNIX compress, Image 
Compression: The Graphics Interchange Format (GIF), Compression over Modems: V.42 bits, 
Predictive Coding: Prediction with Partial match (ppm): The basic algorithm, The ESCAPE 
SYMBOL, length of context, The Exclusion Principle, The Burrows-Wheeler Transform: Moveto-
front coding, CALIC, JPEG-LS, Multi-resolution Approaches, Facsimile Encoding, Dynamic 
Markoy Compression. 

08 

 

IV Distortion criteria, Models, Scalar Ouantization: The Quantization problem, Uniform Quantizer, 
Adaptive Quantization, Non uniform Quantization. 

08 

V Advantages of Vector Quantization over Scalar Quantization, The Linde-Buzo-Gray Algorithm, 
Tree structured Vector Quantizers. Structured VectorQuantizers. 

08 

Text books:  
1. Khalid Sayood, Introduction to Data Compression, Morgan Kaufmann Publishers  
2. Elements of Data Compression,Drozdek, Cengage Learning  
3. Introduction to Data Compression, Second Edition, Khalid Sayood,The Morgan aufmann Series  
4.Data Compression: The Complete Reference 4th Edition byDavid Salomon, Springer  
5.Text Compression1st Edition by Timothy C. Bell Prentice Hall 
 



 

IMAGE PROCESSING  

DETAILED SYLLABUS 3-0-0 

Unit  Topic  Proposed  
Lecture  

I 

DIGITAL IMAGE FUNDAMENTALS: Steps in Digital Image Processing – Components – 
Elements of Visual Perception – Image Sensing and Acquisition – Image Sampling and 
Quantization – Relationships between pixels – Color image fundamentals – RGB, HSI models, 
Two-dimensional mathematical preliminaries, 2D transforms – DFT, DCT. 

08 

II 

IMAGE ENHANCEMENT : 
Spatial Domain: Gray level transformations – Histogram processing – Basics of Spatial Filtering–
Smoothing and Sharpening Spatial Filtering, Frequency Domain: Introduction to Fourier 
Transform– Smoothing and Sharpening frequency domain filters – Ideal, Butterworth and Gaussian 
filters, Homomorphic filtering, Color image enhancement. 

08 

III 

IMAGE RESTORATION : 
Image Restoration – degradation model, Properties, Noise models – Mean Filters – Order Statistics 
– Adaptive filters – Band reject Filters – Band pass Filters – Notch Filters – Optimum Notch 
Filtering – Inverse Filtering – Wiener filtering 

08 

IV 

IMAGE SEGMENTATION: 
Edge detection, Edge linking via Hough transform – Thresholding – Region based segmentation – 
Region growing – Region splitting and merging – Morphological processing- erosion and dilation, 
Segmentation by morphological watersheds – basic concepts – Dam construction – Watershed 
segmentation algorithm. 

08 

V 

IMAGE COMPRESSION AND RECOGNITION: 
Need for data compression, Huffman, Run Length Encoding, Shift codes, Arithmetic coding, JPEG 
standard, MPEG. Boundary representation, Boundary description, Fourier Descriptor, Regional 
Descriptors – Topological feature, Texture – Patterns and Pattern classes – Recognition based on 
matching. 

08 

Text books:  
1. Rafael C. Gonzalez, Richard E. Woods,Digital Image Processing Pearson, Third Edition, 2010 
2. Anil K. Jain,Fundamentals of Digital Image Processing Pearson, 2002.  
3. Kenneth R. Castleman,Digital Image Processing Pearson, 2006. 
4. Rafael C. Gonzalez, Richard E. Woods, Steven Eddins,Digital Image Processing using MATLAB Pearson 

Education, Inc., 2011. 
5. D,E. Dudgeon and RM. Mersereau,Multidimensional Digital Signal Processing Prentice Hall Professional 

Technical Reference, 1990. 
6. William K. Pratt,Digital Image Processing John Wiley, New York, 2002 
7. Milan Sonka et al Image processing, analysis and machine vision Brookes/Cole, Vikas Publishing House, 2nd 

edition, 1999 
 



HSMC & OPEN ELECTIVES II LIST 2021-22 
 

Open Elective II 2021-22 K series (VII Semester) Page 7 

 
KOE073 MACHINE LEARNING 3L:0T:0P 3 Credits 

 
Unit Topics Lectures 

I INTRODUCTION – Well defined learning problems, Designing a Learning 
System,  Issues  in Machine  Learning;  THE  CONCEPT  LEARNING  
TASK  - General-to-specific    ordering   of   hypotheses,   Find-S,   List   then   
eliminate algorithm, Candidate elimination algorithm, Inductive bias. 

8 

II  DECISION  TREE  LEARNING  -  Decision  tree  learning  algorithm-
Inductive bias- Issues in Decision tree learning; ARTIFICIAL NEURAL 
NETWORKS – Perceptrons, Gradient descent and the Delta rule, Adaline, 
Multilayer networks, Derivation  of  backpropagation  rule  Backpropagation  
AlgorithmConvergence, Generalization. 

8 

III Evaluating  Hypotheses:  Estimating  Hypotheses  Accuracy,  Basics of 
sampling Theory, Comparing Learning Algorithms; Bayesian  Learning: 
Bayes theorem, Concept  learning,  Bayes Optimal  Classifier,  Naïve  Bayes 
classifier,  Bayesian belief networks, EM algorithm. 

8 
 

IV Computational Learning Theory: Sample Complexity for Finite Hypothesis 
spaces, Sample Complexity for Infinite Hypothesis spaces, The Mistake 
Bound Model of Learning; INSTANCE-BASED  LEARNING  – k-Nearest 
Neighbour Learning, Locally Weighted Regression, Radial basis function 
networks, Case-based learning.  

8 

V Genetic  Algorithms: an illustrative example, Hypothesis space search, 
Genetic Programming,  Models  of Evolution  and Learning;  Learning  first 
order rules- sequential    covering    algorithms-General    to   specific    beam   
search-FOIL; REINFORCEMENT LEARNING - The Learning Task, Q 
learning. 

8 

 
Text Book:  

1. Tom M.  Mitchell,―Machine  Learning,  McGraw-Hill   Education  (India) Private 
Limited, 2013. 

2. Ethem Alpaydin,―Introduction to Machine Learning (Adaptive Computation and 
Machine Learning), The MIT Press 2004. 

3. Stephen  Marsland,  ―Machine  Learning:  An Algorithmic  Perspective,  CRC Press, 
2009. 

4. Bishop, C.,  Pattern  Recognition  and  Machine  Learning.  Berlin:  Springer- Verlag. 
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